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Comparison of dynamical states of random networks with human EEG
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Abstract

Existing models of EEG have mainly focused on relations to network dynamics characterized by firing rates [L. de Arcangelis,
H.J. Herrmann, C. Perrone-Capano, Activity-dependent brain model explaining EEG spectra, arXiv:q-bio.NC/0411043 v1, 23
Nov 2004; D.T. Liley, D.M. Alexander, J.J. Wright, M.D. Aldous, Alpha rhythm emerges from large-scale networks of realistically
coupled multicompartmental model cortical neurons, Network 10(1) (1999) 79–92; O. David, J.K. Friston, A neural mass model for
MEG/EEG: coupling and neuronal dynamics, NeuroImage 20 (2003) 1743–1755]. Generally, these models assume that there exists a
linear mapping between network firing rates and EEG states. However, firing rate is only one of several descriptors for network activity
states. Other relevant descriptors are synchrony and irregularity of firing patterns [N. Brunel, Dynamics of sparsely connected networks
of excitatory and inhibitory spiking neurons, J. Comput. Neurosci. 8(3) (2000) 183–208]. To develop a better understanding of the
EEG we need to relate these state descriptors to EEG states. Here, we try to go beyond the firing rate based approaches described in
[D.T. Liley, D.M. Alexander, J.J. Wright, M.D. Aldous, Alpha rhythm emerges from large-scale networks of realistically coupled
multicompartmental model cortical neurons, Network 10(1) (1999) 79–92; O. David, J.K. Friston, A neural mass model for MEG/EEG:
coupling and neuronal dynamics, NeuroImage 20 (2003) 1743–1755] and relate synchronicity and irregularity in the network to EEG
states. We show that the transformation between network activity and EEG can be approximately mediated by linear kernel with the
shape of an a- or g-function, allowing us a comparison between EEG states and network activity space. We find that the simulated EEG
generated from asynchronous irregular type network activity is closely related to the human EEG recorded in the awake state, evaluated
using power spectral density characteristics.
r 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Cortical activity can be recorded at various levels of
details ranging from in vivo intracellular recording
(microscopic activity) to global population activity such
as LFP, ECoG, and EEG (macroscopic activity). While
there is a good understanding of the origin of the
microscopic activity, very little is known about the origin
of the macroscopic activity. It has long been speculated
that the macroscopic cortical activity is generated as a

consequence of network activity [5,11,10]. In fact, several
modeling studies have been able to relate network
dynamics to EEG states by assuming a linear mapping
between the network firing rates and oscillations in the
EEG [1,7,4]. However, network dynamics is not only
characterized by firing rates, but also by synchronization in
neural populations and irregularity of single-neuron firing
patterns [3]. To understand how cortical background
activity states generate the EEG we need to relate these
state descriptors to EEG states. We show that the mapping
between the population activity in the network can be
approximated by a linear kernel described by either an
a-function or a g-function. The simulated EEG (see
materials and methods) corresponding to asynchronous
irregular (AI) and synchronous irregular states showed a
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good match with the human EEG– especially in theta and
delta bands. Heterogeneous network simulations re-
sembled the human background EEG even better – also
in the alpha and beta bands.

2. Material and methods

2.1. Networks

We performed simulations of homogeneous and hetero-
geneous networks consisting of 50,000 leaky integrate and
fire type neurons (80% excitatory and 20% inhibitory
neurons), representing ! 0:5mm2 slice of cortex [2]. The
neurons were connected randomly with a connection
probability of 0.1. In a homogeneous network all neurons
had identical passive properties. To introduce heterogene-
ity into the network, the passive properties (membrane
capacity C and conductivity at resting condition Grest) and
the spiking threshold ðV threshÞ of the neurons were chosen
from a normal distribution (mean $ SD); C ¼ 250$ 25 pF,
Grest ¼ 16; 7$ 1:5 nS and V thresh ¼ &55$ 5:5mV. The
mean values of the passive parameters in the heterogeneous
network were identical to the values of the passive
properties in the homogeneous network. The simulations
of the neuronal networks were performed using the NEST
[9,12] simulation environment. The output of the spiking
network simulations (spike patterns of sustained activity in
dynamical networks recorded over several seconds) were
then used for further analysis.

We obtained a network population signal ðNpopÞ by
binning the spikes ðbinwidth ¼ 2msÞ of all neurons in the
network. To characterize the dynamical states of simulated
network activity, both at the level of single neurons and
neuron populations, we employed the following descrip-
tors, see [6] for details:

Mean firing rate of the activity was estimated as the
mean spike count per second of the neurons in the network.

Synchrony in the network was measured by the pair wise
correlations ðrnetÞ in the network. A population of identical
independent Poisson processes yield a rnet ¼ 0, any mutual
dependence results in an increase in rnet.

Irregularity of individual spike trains was measured by
the squared coefficient of variation of the corresponding
inter-spike interval (ISI) distribution. Low values reflect
more regular spiking, and a clock-like pattern yields
CV 2 ¼ 0. By contrast, CV 2 ¼ 1 indicates Poisson-type
behavior (cf. Fig. 1a and b).

2.2. Generating simulated EEG

The spectral bandwidth of Npop is much wider than the
EEG signal bandwidth. To draw a comparison between
Npop and EEG, it is required to limit the bandwidth of
Npop. To achieve that we transformed Npop to Sim-EEG by
convolving Npop with either an a-function or a g-function
shaped kernel (cf. Fig. 1c). The parameters for the two
kernels were determined in an optimization process by

maximizing the similarity of power spectral densities
(PSDs) obtained from the Sim-EEG generated using one
AI network state (see Section 3) and EEG data from two
healthy, awake subjects who were asked to focus on a
fixation point. After the optimization process, the kernel
parameters were fixed. In an independent test set (both
networks and EEG data) we then compared different
network states (both homo- and heterogeneous) as the
basis for Sim-EEG using the aforementioned kernels and
comparing the resulting Sim-EEG to the human back-
ground EEG data from more than 90 subjects (cf. [8]). We
used the cross correlation ðrÞ between the powerspectra of
the SIM-EEG and the recorded EEG (data was kindly
provided by the Center for Epilepsy, University Clinics
Freiburg) to quantify the similarity between the two
signals.

3. Results

3.1. Network activity dynamics

A large random network of integrate and fire neurons
exhibits a continuum of activity states, depending on the
intensity of external excitatory inputs ðnextÞ, and on the
recurrent inhibition/excitation balance ðgÞ. The firing
pattern of individual neurons varies between regular ðRÞ
ðCV ISI ! 0Þ and irregular ðIÞ ðCV ISI ! 1Þ, population
activity varies between synchronous ðSÞ ðrnet ! 1Þ and
asynchronous ðAÞ ðrnet ! 0Þ. Still, the network activity
state can be attributed to one of four characteristic states,
viz. AI, SI, AR, or SR as a function of next and ðgÞ [cf. 3,6].
Of these, it is the AI regime where network activity is
considered to most closely resemble cortical spiking
activity in vivo (Fig. 1a and b). Note that in the AI regime
rnet ! 0:002, this results in transient synchrony in the
network [6]. The rnet can be further reduced by introducing
heterogeneities in the network (data not shown). The
homogeneous and heterogeneous networks, however, do
not differ systematically in the repertoire of states they
exhibit.

3.2. Sim-EEG

As the AI state resembles the ongoing activity in vivo
most closely, we assumed the AI state to be the network
activity underlying the EEG obtained from healthy awake
human subjects and used the corresponding Npop to
optimize the time constant of the convolution kernels
(a-function and g-function). The resulting optimal width of
the a-function was estimated to be ! 40ms (cf. Fig. 1c).
Examples for the resulting power spectra for the generated
SIM-EEG based on different network states in comparison
to the recorded EEG are shown in Fig. 1d. To quantify the
similarity between the power spectra we chose to calculate
the mean correlation coefficient for relevant frequency
bands. Fig. 1e shows the correlation coefficients in the
independent test set ðrÞ between PSD of Sim-EEG
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(homogeneous and heterogeneous networks) and PSDs of
EEG recorded in human subjects, in four different
frequency bands (viz. a½8213Hz(, b½14235Hz(,
y½427Hz(, and d½p3Hz(). The Sim-EEG corresponding
to the AI-2 and SI states showed a good match with the
human EEG ðrX0:6Þ in the y and d bands, less in the a and

b bands. The Sim-EEG generated from the heterogeneous
network simulations resembled the human EEG even
better ðrX0:7Þ, now also in the a and b frequency bands.
We observed a small mismatch between the Sim-EEG

and human EEG, which could be due to an inappropriate
choice of the convolution kernel. Therefore we changed the
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Fig. 1. Network activity states, kernels, and power spectra; correlation of SIM-EEG to EEG: (a) synchrony and (b) irregularity in the homogeneous
network as a function of next and g. The contour ðrnet ¼ 0:02Þ in (a) separates synchronous states from asynchronous states, while the contour ðCV2 ¼ 0:8Þ
in (b) separates regular states from irregular states. Characteristic network states (e.g. SR, AI, and SI) are indicated. (c) Visualization of estimated a- and g-
kernel with respective parameters. (d) Exemplary power spectra for two different simulated network states (nAI and AI–SI) and human EEG. (e)
Correlation coefficients ðrÞ between different characteristic bands (a; b; d, and y) for the PSDs of SIM-EEG obtained from homogeneous networks
mapping different states (asynchronous irregular (AI-1), nearly AI (AI-2), slow synchronous irregular (SSI), and fast synchronous irregular (FSI)) and
heterogeneous networks with AI and SI states (HAI and HSI) to human EEG representing normal and awake behaving activity.
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kernel function to be a g-function, and repeated the
function fitting and re-evaluated the correlations of the
PSDs. We found that convolution of Npop with a g-
function kernel gave a slightly better fit, measured by
correlation of PSD bands with the human EEG (data not
shown).

4. Discussion

Here we presented a first attempt to relate the spiking
activity of cortical network, to the macroscopic activity of
the brain, as captured by the scalp EEG. Generally, the
models AI state very closely resembles cortical activity in
vivo in awake, behaving animals. Therefore, we assumed
that healthy human EEG recordings correspond to an AI
state in the cortical network model.

Our comparison of Sim-EEG based on AI state net-
works and recorded EEG from awake humans supports
this assumption. For this comparison we started with an a-
function shaped kernel. This choice was motivated by the
fact that the network activity is low-pass filtered by the
cortical tissue and the skull. The a-function shaped kernel
resulted in a reasonably high correlation between Sim-EEG
and real EEG. However, there were also notable differ-
ences between the SIM-EEG and EEG. Therefore we used
another kernel (g-function), which additionally allowed us
to control the rising behavior of the kernel. The g-function
shaped kernel indeed resulted in a higher correlation and
the spectra of SIM-EEG resembled recorded human EEG
slightly better. This might be due to the additional degree
of freedom allowed in the kernel-estimation process.

For this study we ignored the orientation of cortical cells
with respect to the recording surface electrode. We
assumed that all neurons in our simulations contribute
equally to the surface background EEG. From previous
modeling studies it is known, that the state space of
networks studied here does not change considerably when
the total number of neurons is increased [6]. This might
allow us, in a first approach, to consider only neurons
contributing to (SIM-) EEG recordings. Moreover, since a
comparison of spectral properties from both, SIM-EEG
and EEG, eliminates temporal causality, potential intra-
cortical firing patterns in neurons of different orientations
cannot currently be studied by this approach. However,
this basic approach, with the aim of building up a simple
phenomenological connection between the background
EEG and microscopic network activity, can be extended
to connect the activity of layered/oriented networks to
EEG–where it naturally would be important to character-
ize the role of parallel currents.

Currently we are investigating the potential mapping of
various network activity states to clinically and behavio-
rally relevant EEG states. Though there is good hope for
bridging the gap between network simulations and
electrophysiological population activity data from human
recordings, further improvements in both, network models
and conversion procedures, will be needed.
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