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Spike Synchronization and Rate Modulation
Differentially Involved in Motor Cortical Function

Alexa Riehle,* Sonja Grün, Markus Diesmann, Ad Aertsen

It is now commonly accepted that planning and execution of movements are based on
distributed processing by neuronal populations in motor cortical areas. It is less clear,
though, how these populations organize dynamically to cope with the momentary com-
putational demands. Simultaneously recorded activities of neurons in the primary motor
cortex of monkeys during performance of a delayed-pointing task exhibited context-
dependent, rapid changes in the patterns of coincident action potentials. Accurate spike
synchronization occurred in relation to external events (stimuli, movements) and was
commonly accompanied by discharge rate modulations but without precise time locking
of the spikes to these external events. Spike synchronization also occurred in relation to
purely internal events (stimulus expectancy), where firing rate modulations were distinctly
absent. These findings indicate that internally generated synchronization of individual spike
discharges may subserve the cortical organization of cognitive motor processes.

The classical view of neural coding has
emphasized the importance of information
carried by changes in the neurons’ spike
discharge rates (1). Thus, relating rate
changes of individual neurons to cognitive
and motor functions has yielded remarkable
insights into neuronal mechanisms of sen-
sory (2) and motor (3) processing. In par-
allel, however, the concept emerged that
computational processes in the brain could
also rely on the relative timing of spike
discharges among neurons within function-
al groups (4)—commonly called cell assem-
blies (5). Indeed, it has been argued that
the synaptic influence of multiple neurons

converging onto others is much stronger if
they fire in coincidence (6), making syn-
chrony of firing ideally suited to raising the
saliency of responses and to expressing re-

lations among neurons with high temporal
precision (4). For this temporal scheme to
work, correlations in spike timing must re-
flect cooperative interactions among the
neurons constituting an assembly. More-
over, to permit neurons to participate in
different cell assemblies at different times,
depending on the present stimulus context
and behavioral demands, these correlations
should be dynamic. Indeed, such predicted
stimulus- and behavior-dependent modula-
tions of spike correlations with differing
degrees of temporal precision were observed
in various sensory cortical areas, particularly
visual (7), auditory (8), somatosensory (9),
and frontal (10) areas. However, very little
is known about the possible functional role
of action potential timing in the motor
cortex (11), in spite of the fact that this part
of the brain directly governs overt behavior.
We present evidence for the hypothesis
that precise synchronization of individual
action potentials among selected groups of
motor cortex neurons is involved in dynam-
ically organizing the cortical network dur-
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Fig. 1. (A) Two macaque monkeys were trained to touch a target
presented on a video display equipped with a capacitive touch
screen. To start a trial, the animal had to hold down a switch.
After a constant delay of 1 s (PreD), a PS forming an open circle
(diameter, 3 cm) appeared on the screen, indicating the upcom-
ing target position. After a second delay of variable duration (PP),
the RS, indicated by filling the circle, instructed the animal to
move its hand to the target and touch it. The PP could last 600,
900, 1200, or 1500 ms; these intervals were presented in ran-
dom order and with equal probability. Thus, from one possible
PP duration (and, hence, ES) to the next, the conditional prob-
ability for the RS to occur increased, reaching values of 0.25,
0.33, 0.5, and 1. RT and movement time (MT ) were recorded in
each trial. Criteria for obtaining the reward were (1) to keep the
switch pressed during the PP, (2) to move to and touch the
target after RS, and (3) to perform the movement so that neither
RT nor MT exceeded 1 s. (B) Behavioral results. For each mon-
key, mean RTs and standard error in relation to PP duration are
shown as recorded during the last training sessions (monkey 1,
N 5 35; monkey 2, N 5 59) when they performed the task with
more than 90% correct trials. By using a two-factor (PP duration 3 training session) analysis of variance,
changes in RT were found to be highly significant for both monkeys [monkey 1, F(3,102) 5 38.19, P ,
0.001; monkey 2, F(3,174) 5 157.81, P , 0.001].
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ing the planning and execution of volun-
tary movements. Such synchronization can
occur even without modulations of the fir-
ing rates, particularly during planning and
in relation to internal (“expectation”)
events. Thus, our findings call for an exten-
sion of prevailing models of motor cortical
function that rely exclusively on discharge
rates in populations of neurons commonly
assessed from averaged responses and re-
corded from one neuron after another (12).
Preliminary results have been presented in
abstract form (13).

We designed a delayed-response hand-
movement task that allowed us to study
neuronal cooperativity in the motor cortex
under conditions in which the processing of
internal, purely cognitive events could be
separated from that of external events, such
as presentation of visual stimuli and execu-
tion of movements (Fig. 1A). During a trial,
two successive visual stimuli, separated by a
variable time interval [preparatory period
(PP)], were presented to the animal. The
first stimulus [preparatory signal (PS)] indi-
cated the target position of the requested
hand movement, and the second stimulus
[response signal (RS)] instructed the mon-
key to make the required movement and
touch the target. In accordance with earlier
findings in human studies (14), the reaction
time (RT) to onset of movement decreased
systematically with increasing duration of
the PP (Fig. 1B). We interpret this finding
as evidence that the monkey updates its
estimate of the probability for the RS to
occur. Because this probability attains pro-
gressively higher values as the four potential
RS-presentation instants (expected signal
ES1, ES2, ES3, and RS) pass by, the mon-
key can adjust its preparatory activities ac-
cordingly. During 295 sessions, the activi-
ties of two to seven neurons were recorded
simultaneously (15) in the primary motor
cortex of two monkeys (16). Instances of
near-coincident (5 ms) firing of two or
more neurons were detected on a trial-by-
trial basis by using the unitary event anal-
ysis method (Fig. 2) (17). Those coincident
spike constellations that occurred signifi-
cantly more often than expected by chance
are referred to as unitary events (UEs) (Fig.
2F, pairs of red dots) (18, 19). We interpret
the neuronal composition of a UE as defin-
ing the subset of recorded neurons that were
momentarily engaged in a cell assembly.
The occurrence of a considerable number of
UEs is revealed in Fig. 2F. Interestingly,
these were not distributed randomly in
time. Instead, they appeared in clusters,
which were loosely (50 to 100 ms) time-
locked to behaviorally relevant events, in
this case to expected occurrence times of
the RS (Fig. 2F, ES2 and ES3). Comparing
the auto- and cross-correlograms of the

spike data in epochs with significant UEs
with those of the intervening epochs did
not reveal any conspicuous signs of peri-
odicities, which suggests that these precise
spike synchronizations were not linked to
the coherent oscillations reported in (11).
A total of 359 pairs of neurons were ana-
lyzed in this way. In one-third (120 of
359) of them, clusters of precisely coinci-
dent (5 ms) UEs were detected. The pre-
cise UEs, in turn, were loosely (50 to 100
ms) time-locked to behaviorally relevant
events, such as movement events and ac-
tually occurring, but also merely expected,
stimuli. In a number of cases we even
found coincidence precision down to the
1- to 2-ms level, with temporal clustering
similar to that at a coincidence precision
of 5 ms. This consistent temporal relation
between UEs and behavioral events, re-
flected in the timing and the temporal

width of the UE clusters, suggests a func-
tional significance of precisely synchro-
nous action potentials.

If synchronization of neuronal activity
is relevant in task-specific computations,
not only the occurrence of synchroniza-
tion but also its strength and composition
should be correlated with behavioral as-
pects such as stimulus probability and RT,
motivation and performance, and expect-
ancy. Two examples demonstrate that
such relationships were indeed observed
(Fig. 3). In the first example (Fig. 3A), we
consider UEs occurring in relation to sig-
nal expectancy. Two neurons are shown
that synchronized their activities each
time about 150 to 50 ms before the RS was
expected (ES1 to ES3, RS) (top panel). It
is clear from the increasing numbers of
UEs in successive clusters that the rate
of coincident firing grew as the duration of
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Fig. 2. UE analysis of the spiking activity of two simulta-
neously recorded single MI neurons. The 36 trials with long-
est PP duration (1500 ms) were selected in this example.
Thus, the monkey could expect the RS to occur at three
successive moments (ES1, ES2, and ES3) before it actually
occurred at RS. Results of UE analysis over a time interval of
2100 ms, starting 300 ms before PS and lasting until 300 ms
after RS, are shown. (A) Conventional raster displays of spike
discharges of the two neurons (top, neuron 2; bottom, neu-
ron 3). Each dot represents an action potential, and each
horizontal line depicts the spiking activity in a single trial. (B)
Spike discharge rate for each neuron (normalized to spikes
per second) was computed by sliding a boxcar window of
100 ms in steps of 5 ms over the spike events [dots in (A)]. (C)
In a copy of the raster displays from (A), spike coincidences
of the two neurons within a precision window of 5 ms are
indicated by blue dots. (D) Comparison of measured and
expected coincidence rates. The measured coincidence rate
(blue curve, normalized to coincidences per second) was
derived in the same way as the spike rates, by sliding a
boxcar window of 100 ms in steps of 5 ms over the coinci-
dent events [blue dots in (C)]. The expected coincidence rate
(black curve), based on the null hypothesis of independent
firing, was calculated as the product of the individual firing
rates [curves in (B)]. (E) For each time window, the statistical
significance for a positive difference between measured and
expected coincidence rates was calculated from a Poisson
distribution (with the mean set to the expected coincidence
rate) as the cumulative probability P of observing the actual
number of coincidences or an even larger one by chance.
The larger the number of excessive coincidences, the closer
P is to 0. Similarly, the larger the number of lacking coincidences, the closer its complement, 1 – P,
is to 0, while P approaches 1. To enhance visual resolution at the relevant low-probability values of P or
1 – P, we plotted a logarithmic function of the two: log10[(1 2 P)/P]. For excessive coincidences, this
function is dominated by P; for lacking coincidences, it is dominated by 1 – P. This procedure,
derived from the “surprise” measure (20), is comparable to measuring significance on a decibel scale. It
yields positive numbers for excessive coincidences (for example, 1 for P 5 0.1 and 2 for P 5 0.01) and
negative numbers for lacking coincidences, and it changes sign at the chance level (P 5 0.5). Whenever
the significance value of an excess number of observed coincidences exceeded a fixed threshold, a1 (here
P 5 0.05), this defined an epoch with significantly more coincidences than expected by chance. We
marked these significant precise coincidences as UEs, and they are indicated by red dots in the raster
displays in (F). Occasionally, the significance value dropped below the negative threshold level a– (here,
shortly after PS). Such cases, defining epochs with significantly fewer coincidences than expected by
chance, were more rare because of the generally low expected coincidence rates in these data (21) and
are not considered further here. The widths of the coincidence window and of the sliding time window as
well as the significance threshold a1 could be set to a selected (fixed) value in the analysis; values of 5 ms
and 100 ms, respectively, and P 5 0.05 were used throughout the results reported here.
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the PP increased and, hence, the proba-
bility for the RS to occur increased. This
phenomenon, which was observed in both
monkeys, suggests a positive correlation
between the growing stimulus expectancy
and the occurrence of UEs. A similar cor-
relation was observed when trials for a
given PP duration were subdivided into
two groups, one characterized by short
(top) and the other by long (bottom) RTs.
In line with the prediction from the be-
havioral RT results (Fig. 1B), many more
coincidences appeared in the short than in
the long RT group. The second example
(Fig. 3B) shows a relation between syn-
chronized spike activity and the motiva-
tion of the animal. During the trials sum-
marized in the top panel, the monkey
performed the task correctly and efficient-
ly; during the trials shown in the bottom
panel (collected at the end of the experi-

mental session), the animal had stopped
responding to the RS but still initiated the
trials, so that stimuli were presented as
usual. Observe that epochs of excessive
synchronized spike events occurred sys-
tematically in relation to the PS during
the correctly performed trials (top),
whereas such synchronization is complete-
ly lacking in the nonresponding trials
(bottom). Note that in the latter condi-
tion the firing rates had also dropped, but
this reduction was taken into account by
the UE-analysis technique (17). Finally, it
is also shown that the composition of the
set of the jointly firing neurons may sys-
tematically alternate between distinct
constellations during successive stages of
the trial (Fig. 3B). Before PS, neurons 4
and 6 synchronized their spike events; im-
mediately after PS (from 0 to 250 ms),
neurons 2 and 4 synchronized; then (from
250 to 350 ms), neurons 4 and 6 synchro-
nized again; and, finally, all three neurons
(2, 4, and 6) coordinated their spiking
activity. Such alternating neuron compo-
sition suggests a sequential engagement of
three different cell assemblies (or cycling
through a single, composite cell assembly).
In 20 of 43 sessions (46%), the analysis of

three or more neurons in parallel revealed
such rapid changes in the constellation of
synchronously firing cells in systematic
relation to behaviorally relevant events.

It is conceivable that synchronization
of spiking activity and modulation of dis-
charge rates represent, at least partly, in-
dependent computational strategies used
by the brain. We tested this hypothesis for
all 120 pairs of neurons in which UEs
occurred in temporal relation to behavior-
ally relevant events. We found that spike
synchronization could be observed both
with and without simultaneous phasic
changes in neuronal firing rates (Fig. 4A).
Because both PS and RS were predictable,
synchronization of spiking activity and
changes in discharge rate were both ana-
lyzed in relation to the expectancy as well
as to the actual occurrence of the PS and
RS. The results are summarized (Fig. 4, B
and C). Several observations can be made.
First, precise spike synchronization was
found in relation to both expected and
actually occurring stimuli, albeit more of-
ten with the latter (70 versus 110). How-
ever, the relations between spike synchro-
nization and rate changes were very differ-
ent in the two cases. If the stimulus was
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Fig. 3. Synchronized neuronal activity in relation
to behavioral aspects of the task. (A) UEs (indicat-
ed by red dots in the raster displays) in relation to
both expectancy and RT during selected trials in
which the longest PP was presented. Trials were
divided in three approximately equally sized
groups: trials with shortest RTs (top; mean 5 270
ms, N 5 25), intermediate RTs (not shown), and
longest RTs (bottom; mean 5 340 ms, N 5 19).
(B) UEs in relation to performance of the animal.
Trials were divided into two groups: trials during
which the animal performed the task correctly
(top; N 5 107), and trials that were correctly initi-
ated by the animal and, hence, the visual stimuli
(RS and PS) occurred in the usual way, but the
animal did not respond to the RS (bottom; N 5
94). Further details are given in Fig. 2.
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Fig. 4. Relation between synchronization of
spike events and modulation of discharge rate.
(A) Discharge patterns of three neurons recorded
simultaneously during 96 trials. UEs are indicat-
ed by red dots in the raster diagrams. Data from
three types of trials (PP durations, 900, 1200,
and 1500 ms) were pooled. The visualization was
interrupted 800 ms after PS and continued for
the last 600 ms of the trial (ES1, first expected
RS; MO, movement onset; ME, movement end)
(further details are presented in Fig. 2). (B) Distri-
bution of activity modulation indices during ep-
ochs with UEs computed for that neuron in the
pair that exhibited the strongest rate modulation.
Phasic changes in neuronal discharge rate were
detected by quantitative analysis of the peris-
timulus-time histograms in fine-temporal resolu-
tion (bin width, 5 ms). The activity modulation
index, a quantitative measure adopted from the
visual contrast measure, was calculated for each
neuron as follows. During epochs with UEs, the
minimum (Min) and maximum (Max) values of the
discharge rate in each 5-ms bin and the mean
(Mean) discharge rate over the entire UE epoch
were determined. The activity modulation index
was then calculated as (Max–Min)/Mean. Values
exceeding 0.6 (for Poisson spike rates of 10 to
50 spikes per second, this corresponds to rate
fluctuations beyond 1 to 2 standard deviations
from the mean) were considered to reflect signif-
icant modulations of discharge rate (yellow bar);
for values below 0.6 (green bar) such changes were considered absent. Four distinct epochs during the
trial were considered: when either PS or RS was expected and when either PS or RS actually occurred.
(C) Numbers of pairs of neurons with significant UEs in relation to the visual stimuli (PS and RS) either
when these were expected (left) or when they actually occurred (right). Numbers of neuron pairs in which
at least one of the neurons changed its discharge rate during UE epochs, as judged from the activity
modulation index, are shown in yellow; numbers of neuron pairs in which none of the neurons exhibited
such a simultaneous firing rate modulation are shown in green.
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expected but did not occur, spike synchro-
nization was never (PS, 0 of 28) or rarely
(RS, 6 of 42) accompanied by a change in
discharge frequency of any of the partici-
pating neurons. By contrast, when the
stimulus did occur, excess synchronized
spiking was often (PS, 19 of 45) or almost
always (RS, 61 of 65) accompanied by a
modulation of discharge rate. We wish to
emphasize, however, that our procedure to
identify UEs takes changes of firing rate
into consideration (Fig. 2) (17). Hence,
the observed UEs are not simply a conse-
quence of rate changes. Instead, these
findings indicate that the association be-
tween spike synchronization and rate
modulation is tightly connected to the
actual occurrence of the stimulus. Thus,
both internal and external cognitive
events are associated with precisely coor-
dinated spike activity, but only external
events are also accompanied by discharge
rate variation.

Taken together, our findings demon-
strate the existence of precise (5 ms) syn-
chronization of individual spike discharges
among selected groups of neurons in the
motor cortex. This synchronization is as-
sociated with distinct phases in the plan-
ning and execution of voluntary move-
ments, indicating that it plays a functional
role. Moreover, our findings suggest that,
under behavioral conditions as studied
here, the brain may use different strategies
in different contextual situations. To pro-
cess a purely cognitive (that is, an internal
and behaviorally relevant) event, neurons
preferentially synchronize their spike oc-
currences without changing their firing
rates at the same time. By contrast, when
processing an external, behaviorally rele-
vant event, neurons tend to synchronize
their spike occurrences and modulate their
firing rates at the same time. Thus, precise
synchronization of spike events and mod-
ulation of discharge rate may serve differ-
ent and complementary functions; they
act in conjunction at some times but not
at others, depending on the behavioral
context.
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en microelectrodes (quartz insulated platinum-tung-
sten electrodes; outer diameter, 80 mm; impedance,
2 to 5 M V at 1000 Hz). The electrodes (spaced 330
mm apart) were arranged in most cases in a circle—
that is, one electrode in the middle and six electrodes
around—and sometimes in a row (distance between
first and seventh electrodes, 1980 mm). From each
electrode, single-neuron spikes were isolated by us-
ing a window discriminator. Classical histological
techniques were used to reconstruct the recording
sites and to define the cortical areas [A. Riehle and J.
Requin, J. Neurophysiol. 61, 534 (1989)].

16. The activity of 379 neurons recorded in 145 sessions
was selected for analysis by the following criteria: a
discharge frequency of more than five impulses per
second, which was reproducible across multiple tri-
als. Of those, 21 neurons (5.5%) did not change their
activity during the task. Of the remaining 358 task-
related neurons, 194 (51.2%) changed their activity
during the PP, and 351 (92.6%) changed their activ-
ity after occurrence of the RS—that is, in relation to
execution of movement. The change in PP activity
consisted of a phasic modulation of the firing rate
after occurrence of the PS (87 neurons, with in-

creased activity in 78 neurons and decreased activity
in 9 neurons), a sustained modulation of the firing
rate (127 neurons, with increased activity in 82 neu-
rons and decreased activity in 45 neurons), or a
phasic change in activity at 600 ms—that is, the
moment when the animal expected the first RS (32
neurons). Note that one neuron could exhibit both
phasic and tonic changes in activity during the PP.

17. Dynamic changes in synchronicity between neu-
rons were analyzed off-line by determining epochs
of statistically significant, excess synchronized fir-
ing. The analysis proceeded in several stages (Fig.
2, A to F), details of which are described and cali-
brated in (18 ) (S. Grün and A. Aertsen, in prepara-
tion). Briefly, the occurrences of action potentials
elicited by N simultaneously recorded neurons
were transformed by appropriate binning to N-di-
mensional joint-activity vectors consisting of ones
(action potential) and zeros (no action potential).
The composition of these vectors represents the
various constellations of coincident spiking activity
across the N neurons. Under the null hypothesis
that N neurons fire independently, the expected
number of occurrences of any joint-spike constel-
lation and the associated probability distribution
can be calculated analytically from (and, hence,
normalized for) the single neuron firing rates. Using
this distribution, we tested the statistical signifi-
cance of the difference between the observed and
the expected numbers of coincident events; those
occurrences that exceeded a significance level of
5% are referred to as UEs. Throughout the analy-
ses reported here, the coincidence bin width was
fixed to 5 ms; this value was motivated by experi-
mental observations on the temporal precision of
spiking in cortical pyramidal neurons (10) [Z. F.
Mainen and T. J. Sejnowski, Science 268, 1503
(1995)]. In a number of cases (for example, for the
data used in Fig. 2), we varied this parameter sys-
tematically and found even significant UEs with
similar temporal clustering for coincidence preci-
sion down to 1 to 2 ms. To normalize for within-trial
nonstationarities in the discharge rates of the neu-
rons, the modulations in spike rates and coinci-
dence rate were determined on the basis of short
data segments by sliding a fixed time window of
100 ms along the data in steps of the coincidence
bin width. This timing segmentation was applied to
each trial, and the data of corresponding segments
in all trials were then analyzed as one quasi-station-
ary data set. Throughout the analyses reported
here, the sliding window width was fixed to 100 ms;
this choice was motivated by the typically observed
rates of change of the activity in the recorded neu-
rons and the need to acquire reliable statistics. In a
number of cases, this parameter was varied sys-
tematically between 50 and 150 ms, with no sub-
stantial effects on the results.
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Seelen, J. C. Vorbrüggen, B. Sendhoff, Eds. (Spring-
er, Berlin, 1996), pp. 673–678.

20. G. Palm, A. Aertsen, G. L. Gerstein, Biol. Cybern. 59,
1 (1988); A. Aertsen, G. L. Gerstein, M. K. Habib, G.
Palm, J. Neurophysiol. 61, 900 (1989).

21. A. M. H. J. Aertsen and G. L. Gerstein, Brain Res.
340, 341 (1985).

22. We thank M. Abeles, S. Rotter, G. Schöner, W. Sing-
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